Triggers, Minimalism, and Learnability

Norio Suzuki

Some recent learnability proposals within the Principles and Parame-
ters framework (Chomsky 1981) have held that learnability of a gram-
mar in the limit can be ensured (see the local maxima problem of
Gibson and Wexler 1994, though) in terms of extensional considera-
tions (roughly, based on the notion of E-language in the sense of
Chomsky 1986; Gibson and Wexler 1994, Berwick and Niyogi 1996,
Frank and Kapur 1996), while others have explicitly claimed that
intensional resources (I-language constructs) must be available to the
learner for the resolution of this problem (Fodor 1998, Dresher 1999,
Lightfoot 1999). Berwick and Niyogi (1996) and Frank and Kapur
(1996) are basically attempts to refine thé framework of Gibson and
Wexler (1994), though still in extensional terms: the former make use
of Markov chains in modeling the behavior of the Triggering Learning
Algorithm (TLA) of Gibson and Wexler (1994), thus arriving at a more
precise probabilistic analysis of learnability in parameter spaces,
whereas the latter try to formulate a number of conceptions of trig-
gers, weighing the importance of their presence in characterizing con-
vergence of a simple learning algorithm.

Although differing from each other in a number of respects (as we
will see below), Fodor (1998), Dresher (1999), and Lightfoot (1999) all es-

sentially agree that input sentences alone cannot ensure the
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attainability of the target grammar, some form and amount of I-
language (‘treelets’ as triggers for Fodor 1998, and ‘cues’ for Dresher
1999 and Lightfoot 1999) being indispensable for the learner to solve the
learning problem. Specifically focusing on the presence of ambiguous
exemplars in the input for the TLA (arising from the assumption of the
impoverished contents of triggers that are répresented as sentence
types expressed in terms of a set of vocabulary containing only such
‘terms as S, O, V, etc.), Fodor (1998) concludes that the TLA is only a
guessing system that may never attain the target grammar under
some reasonable assumptions. The rest of Fodor (1998) is an attempt to
motivate a conception of trigger that differs from Gibson and Wexler’s
(1994) in crucial respects and allows the learner to detect parametric
ambiguity. Dresher (1999) assumes that grammar acquisition proceeds
by means of an ordered path, building on the cue-based approach to pa-
rameter setting of Dresher and Kaye (1990). Largely rejecting input-
matching models of language acquisition and claiming that input from
the target language is only used by the learnér as evidence for parame-
ter setting, but crucially not for the purpose of matching target forms,
Dresher (1999) follows Dresher and Kaye (1990) in positing that UG as-
sociates every parameter with a cue. And one of the two fundamental
problems Dresher (1999) notes at the outset is the Epistemological
Problem, which deals with the gaps and differences between the vo-
cabulary in terms of which parameters are expressed and the learner’s
analysis of the input (I will return to this below). One chapter of
Lightfoot (1999) is devoted to the explication and illustration of the cue-
based model of language learnability in the sense of Dresher and Kaye
(1990) and, more recently, of Dresher (1999), and he goes on to amend

their view slightly, observing that cues which are realized only in



certain grammars constitute the parameters (p.149). Assuming also
the degree-0 learnability of Lightfoot (1991, 1994) and criticizing input-
matching models, Lightfoot claims that the learner’s triggers should
be regarded as a set of abstract structures manifested in the mental
representations that result from parsing utterances, the success of the
grammar being in no way dependent on the set of sentences that it gen-
erates.

One of the principal purposes of this paper is to reassess the viability
of sentence patterns as TLA triggers (Gibson and Wexler 1994), taking
into consideration refinement attempts of the TLA framework made in
Berwick and Niyogi (1996) and Frank and Kapur (1996). I also discuss
degrees in abstractness of the I-language fragments used in various at-
tempts to overcome certain shortcomings inherent in E-language-based

approaches to language learnability in light of recent developments in

Minimalism (Fodor 1998, Dresher 1999, Lightfoot 1999).

1 Some General Remarks

In order to solve the Epistemological Problem mentioned above in the
sense of Dresher (1999), I claim, the notion of bootstrapping will have a
certain amount of plausibility and validity in making this problem
tractable. Bootstrapping mechanisms come in a variety of forms:
phonological, syntactic, semantic, and so forth (Weissenborn and
Hohle eds. 2001). Note that it has been observed in the literature that
some parameters are set very early in development (e.g., the head-
complement parameter), while others slot into place late (e.g., the well-
known delay of part of Principle B of the binding theory). Following
Bennis, Everaert, and Reuland (eds.; 2000) and Reuland (2001), I assume |
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that there is division of labor between the different components ofl the
human language system (i.e., CuL (narrow syntax), interpretive proce-
dures, and access to the discourse storage) and that f‘processes within
ChL proper are less costly than processes involving the C-I interface,
and these in turn are less costly'than processes involving the discourse
storage” (Reuland 2001:472). Here we see a ranking of various opera-
tions related to the three components in terms of economy considera-
tions, and I assume that this ranking must also be relevant to
acquisition. That is, CuL-related operations should be easiest to learn
and they should be acquired earliest and most rapidly (presumably,
most or all of Cyp-related things are innate, apart from the parameter
setting portion), interface operations coming next and operations con-
nected with the discourse storage being the last to be acquired. And
parameters and parts of paraméters are assumed to be scattered over
the three components, so the timing of the setting of a given parameter
or of part of a given parameter must be a function of the place where
it happens to find itself in the three components ; hence, the precedence
of the head-complement parameter over (part of) Principle B of the
binding theory (actuaily, prosodic cues may be involved in setting of
the former parameter (Guasti, Nespor, Christophe, and van Ooyen
2001); also see below, where it is shown that parameters are largely cen-
tered around narrow syntax and that it is, rathei', bootstrapping
mechanisms that may be situated in different places, roughly in the
phonology and semantics). As is clear from this, one and the same pa-
rameter may range over more than one component, as in the case of
Principle B of the binding theory (assumihg that it is a single parame-
ter; alternatively, it may well be the case that it is only a descriptive

term as in the case of Passive and thus that parameters may not range
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over more than one component). Look at further examples as follows:
interpretable/uninterpretable dichotomies of formal features as CuL
parameters (as in recent Minimalism) and the setting of Principle A of
the binding theory as arising only from narrow syntax resources (spe-
cifically, the setting of the governing category parameter in GB terms,
and see also the reflexivity framework, where part of what used to be
dealt with syntactically is handled in terms of the notion of
logophoricity), the V2 phenomenon as an A-P interface parameter (see
Chomsky’s 1995 approach to it as a PF-phenomenon; notice that this
can be stated as an instance of functional parametrization in the
parametric system of Roberts and Roussou 2002), and Grodzinsky and
Reinhart’s (1993) Rule I (Intrasentential coreference), parametrized as
a function of variation between child and adult language (pertaining to
the discourse storage).1

Note that I have assumed so far that lexicons aside, parameters can
define variation between languages at the synchronic level (including
differences between dialects and idiolects), differences between child
and adult language (specifically, during the language acquisition pe-
riod), and diachronic changes in languages over time (I will propose a
more general notion of a parameter, based on a specific interpretation
and generalization of the Extended Projection Principle (EPP) later).
The above observation concerning parameters might lead to the aban-
donment of the well-established assumption that parameters are re-
stricted to functional domains of the lexicon (see Chierchia 1998 for a
possible semantic parameter and Longobardi 2001 for discussion of this
from the viewpoint of functional parametrization; I will return to this

in connection with the ‘generalized EPP-parametrization,” proposed

below).



As for the relationship between parameters and triggers, I assume,
. partially based on Dresher (1999), that UG associates every parameter
with a bootstrapping mechanism as its trigger (mainly due to the Epis-
temological Problem in the sense of Dresher 1999). Bootstrapping
mechanisms may range over various components such as phonology,
syntax, semantics, etc., perhaps with the following temporal order in
acquisition arising from economy and other considerations (Reuland
2001): phonology — syntax —> semantics — pragmatics (but see below).
Thus, it may be the case that a parameter is set early if it is associated
with a phonological bootstrapping mechanism as its trigger (the head-
complement parameter), it is set late if it is associated with a seman-
tic/pragmatic bootstrapping mechanism as its trigger, and so forth.
This may-at least partly account for the acquisition order of the four-
teen (English) grammatical morphemes studied by Brown (1973:313-
317) and such typical cross-linguistically explored phenomena of early
child language as the omission of subjects, the use of non-adult infini-
tives in main declaratives, and the well-known delay of part of Princi—

ple B of the binding theory.

2 Extensional Approaches to Learnability

Notice that Gibson and Wexler’s (1994) TLA triggers are presented as
sentence patterns expressed in terms of a set of vocabulary including
such notions as S, O, V, etc., which, presumably, is based on some arbi-
trary E-lénguage type of grammar (Chomsky 1986). Since the con-
struct (E-language) is understood independently of the properties of
the mind/brain (Chomsky 1986:20), TLA learning procedures must nec-

essarily be ones that belong to the component of as yet obscure general
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learning strategies at best (under the assumption that the properties of
the mind/brain above stand for domain-specific knowledge). Discuss-
ing the ‘poverty of stimulus’ problem concerning language acquisition,
Fodor and Crowther (2002) establish that language learnability cannot
be ensured without UG, learning strategies such as the Subset Princi-
ple (e.g., Berwick 1985, Manzini and Wexler 1987) and the Uniqueness
Principle (e.g., Wexler and Culicover 1980, Pinker 1984, Berwick 1985)
being able to contribute to acquisition only in conjunction with innate
constraints on the class of possible grammars. They note, for example,
that what the Subset Principle alone predicts is totally incompatible
with what children actually do during the language acquisition period.
Then, it follows that under the TLA the learner cannot possibly attain
the target grammar in. that TLA learning procedures are based on gen-
eral learning strategies at best, totally lacking the necessary compo-
nent of UG (a description of the faculty of language (FL) at the initial
state of development), which Fodor and Crowther (2002) have estab-
lished as one of the indispensable ingredients for grammar acquisition.
(See Dresher 1999:44-54 for a detailed criticism of the TLA of Gibson
and Wexler 1994.)

However, there may be attempts to remedy this situation while still
maintaining an extensional approach, Berwick and Niyogi (1996) and
Frank and Kapur (1996) being representative examples. Modeling the
behavior of the TLA of Gibson and Wexler (1994) as a Markov chain,
Berwick and Niyogi (1996) try to describe formally the conditions for
learnability in finite parameter spaces, uncover problematic states in
addition to the local maxima described by Gibson and Wexler (as states
in the parameter space from which it is impossible for the learner to es-

cape in that there are no local triggers for the grammars (i.e., the
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states that the learner is in) to get to the target grammar, given only
examples from the target grammar), and characterize convergence
times for the learning algorithms quantitatively. Berwick and Niyogi
show that Markov structures enable them to compute transition prob-
abilities between grammar states (whiéh the TLA cannot) and that-
Gibson_. and Wexler’s(1994) adoption of the Greediness Constraint ? and
the Single Value Constraint® contributes to making the task of acqui-
sition more difficult and less tractable (while giving some alternatives),
and discuss some possible problems arising from Gibson and Wexler’s
(1994) maturational solution to the local maxima problem with regard
to identification in the limit and convergénce probability. While they
emphasize the necessity of a more precise probabilistic analysis of
learnability in parameter spaces and claim to have ‘proposed simple in-
cremental algorithms that overcome a ‘number of problems with the
TLA, I still would like to take issue with them on the nature of the
grammars they adopt and discuss and the resulting parameter spaces
(i.e., E-language grammars with notions such as S, O, V, etc., I pre-
sume), taking seriously Gibson and Wexler’'s (1994) observation that
“it may be that the parameteré identified here are sufficiently different
from the parameters in UG that the problem observed here never oc-
curs” (p.438). Indeed, we will see that the situation is quite different
with human language parameters (i.e., parameters in UG) when dis-
cussing intensional approaches to learnability. Now, Frank and Kapur
(1996) explore the importance of triggers (i.e., sentences that “reveal”
the settings of parameters of grammatical variation), formalizing a
number of conceptions of triggers with the aim of characterizing con-
vergence of a simple learning algorithm by their presence (p.623). Fo-

cusing on the “feasibility requirements” (i.e., limited space, limited
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time, robustness) that have to be met by parameter-setting algorithms
(PSA) if they hope to belong to some cognitively plausible class of con-
crete parameter-setting algorithms, Frank and Kapur attempt a for-
mulation of triggers on the basis of several classes of parameter spaces:
globally triggered, locally triggered, unambiguously locally triggered,
and weakly locally triggered (pp.630-643). ! They show that Gibson
and Wexler’s (1994) notions of local and global triggers are only suffi-
cient to guarantee convergence of the stochastic PSA, ° but not the
nonstochastic version, and propose alternatives that can overcome
some problems connected with the TLA, rightly noting the significance
of the issue of lexical acquisition (in addition to much-discussed gram-
mar acquisition) and the problems of bootstrapping (to which I return
below). Frank and Kapur’s detailed discussion of a large number of pa-
rameter spaces under various conditions and of differences between a
stochastic and nonstochastic versions of the PSA is highly impressive
and instructive in a number of respects, but I still doubt the validity of
the ingredients constituting their grammars and parameter spaces
(1.e., E-language things) that arise from their adoption of Gibson and
Wexler’s (1994) learnability framework as it is (only with minor modi-

fications in theoretical terms, pace Frank and Kapur 1996).

3 Intensional Approaches and Triggering Bootstrapping
3.1 Fodor 1998, Dresher 1999, and Lightfoot 1999 from the Viewpoint of
Minimalism

Chomsky’s (1995) Inclusiveness Condition states that no new features

are introduced by Cur besides elements already present in the lexical
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items selected for the numeration (see also Chomsky 2000), and
Reuland (2001) observes that like the mappihg to the A-P interface, the
mapping to representations at the C-I interface does not obey the Inclu-
siveness Condition. Note also Chomsky’s (2000) strong minimalist the-
sis (ontological minimalism, in Martin and Uriagereka’s 2000 terms) to
the effect that “language is an optimal solution to legibility condi-
tions” and his concomitant observation that “suppose that FL satisfy-
ing legibility conditions in an optimal way satisfies all other empirical
conditions too: acquisition, processing, neurology, language change,
and so on” (p.96). It may be highly instructive to review what the above
three papers have to say in terms of these (strong) minimalist assump-
tions as long as they all claim to make use of I-language fragments in
dealing with learnability problems.

Some basic observations and assumptions concerning Fodor’s (1998)
structural triggers learner (STL) are like the following: (a) ambiguous
triggers may mislead the learner further away from the target gram-
mar; (b) a deterministic model that can detect parametric ambiguity is
needed; (c) triggers are small structural templates (pieces of tree struc-
ture, treelets) that are innate, are stored by FL, and constitute the
parametric options offered by UG for languages to make use of if they
choose to; (d) UG-provided treelets serve both as triggers and as the pa-
rameter values triggered, and are adopted into the learner’s grammar
if input sentences cannot be parsed without them; (e) the notion of a
supergrammar, such that it consists of the learner’s current grammar
but includes all of the UG-defined. trigger structures; and (f) since pa-
rameter values are potential building blocks included among the ingre-
dients of grammars, they can be combined into a supergrammar for

parsing with.



Since Fodor (1998) is not sufficiently explicit about what specific
form structural templates would take, in what form they would be
stored in FL, how the learner could have access to them (see discussion
surrounding the necessity of bootstrapping), etc., I start discussion by
closely examining what little information she gives with respect to pos-

sible forms of triggers.
(1) Mary saw me.

Commenting on differences between the treatment of the sentence (1),
which is compatible both with English parameter settings (SV, VO,
and — V2) and with German parameter settings (SV, OV, and +V2), in
Gibson and Wexler’s (1994) learnability framework, and its structural
analysés in terms of standard X-bar theory, where the distinction be-
tween the English and German cases is crystal clear, Fodor observes
that “once triggers are allowed to include structure, ... the fact that the
object is to the right of the trace of the verb ... the trigger for the un-
derlying order of verb and object is the underlying order of verb and
object,” elaborating further on the specifier-head parameter, to the set-
ting of which the subtree with the specifier of IP in relation to its sister
I' is relevant, and on the V2 parameter, whose trigger would be a
strong C feature that attracts V+1I (early Minimalism), and concluding
that “each parameter value is thus associated with its own structural
(or in the limiting case, featural) signature, that is, with whatever con-
stitutes its essential contribution to the sentence structures that are li-
censed by grammars which have that value” (pp.15-17).

Recall Pinker’s (1984) bootstrapping problem in language acquisi-

tion. Nouns, for instance, do not universally sound the same, or occur



in the same position, or share the same type of meaning. How do chil-
dren use nonsyntactic information (such as phonology, position, or
meaning) to arrive at syntactic knowledge? (Bloom 1999:285) This type
of problem can be said to be an “access” problem, i.e., a problerh of how
to account for mechanisms involved in making it possible for the leaner
to acquire things to which she has no direct access (which I call the Ac-
cess Problem henceforth, using this term as well as the term “boot-
strapping problem” in subsequent discussion). Notice also that Guasti,
Nespor, Christophe, and van Ooyen (2001), for example, discuss a boot-
strapping (through prosody) solution to the setting of the head-
complement parameter. I assume that their approach to parameter
setting is on the right track, and that parameter setting in general
may be cari'ied out-through some kind of bootstrapping since the vo- .
cabulary in terms of which parameters are couched is riecessarily ab-
stract, presumably due to the deductive organization of the grammar
(see the Epistemological Problem of Dresher 1999). I then show that
the Access Problem becomes pertinent when we look closely at Fodor
(1998).

As we have seen above, Fodor’s(1998) STL contains as triggers such
abstract (i.e., difficult of access) structures as “the lexical verb, or
finiteness feature, in I not C” (for the —V2 parameter), “the subtree
with the specifier of IP in relation to its sister I'” (for the specifier-head
parameter), etc., all of which are expressed in terms of various kinds of
structural vocabulary which children are assumed initially not to have
access to. Sakas and Fodor (2001) observe that during normal sentence
comprehension, the parser (which may be innate) takes as input a sur-
face word string and its job is to establish sufficient structure to per-

mit semantic interpretation of the sentence, plausibly involving the



establishment of empty categories and underlying grammatical rela-
tions of the kind needed for parameter setting (p.176). And Fodor
(1998) goes on to claim that structural triggers can overcome a number
of problems with various parsing models because they are ingredients
of grammars and ingredients of sentence trees, all the structural trig-
gers in the UG pool being able to be added into the current grammar to
create a larger grammar and the input being able to be parsed with
that grammar (p.20). Fodor deals with the problem of trigger recogni-
tion (a perceptual problem; in addition to the problem of trigger speci-
fication, which she assumed is simple, global, and linguistically
authentic in her framework) in terms of parsing, but it somehow seems
that “learning by parsing” may constitute the (whole) empirical con-
tent of parameter setting, the concept of structural trigger being pow-
erful. It should now be quite obvious that Fodor's (1998) STL model
suffers from the Access Problem due to the abstract (difficult of access)
properties of her structural triggers. In addition, the STL may be pes-
tered with the parsing paradox to the effect that the learner cannot
parse the very sentences she should learn from (Sakas and Fodor
2001:177).

Dresher’s (1999} treatment of a number of parameters on the basis of
Dresher and Kaye’s (1990) cue-based learner focuses primarily on pho-
nology, and in spite of Dresher’s claim that the fundamental problems
(including the Epitemological Problem; p.28) remain the same both in
phonology and in syntax, I still see some important differences be-
tween phonology and syntax in that the latter is the generative compo-
nent while the former is an interpretive one, deferring a unified
treatment of the two domains until future research. The reader may

benefit from Dresher’s (1999) detailed discussion and criticism of some



recent alternative approaches to language learnability such as the TLA
(Gibson and Wexler 1994), a genetic algorithm (Clark 1990, 1992, Clark
and Roberts 1993), etc.

On the basis of the cue-based theory of language acquisition of
Dresher and Kaye (1990) and Dresher (1999), Lightfoot (1999) assumes
that cues which are realized only in certain grammars constitute the
parameters, i.e., the points of variation between grammars, cues being

abstract structures and elements of I-language. We can see that

Lightfoot (1999) satisfies Fodor and Crowther’s requirement that UG -

guide the learner in her task of language acquisition. Lightfoot contin-
ues that the child scans the linguistic environment for designated
structures, i.e., cues (e.g., SpecC [XP] (V2 cue)). But since cues are ab-
stract elements of I-language, we immediately see that the learner en-
~counters the Access Problem on the assumption that she initially does
not have direct access to UG elements. Note that Dresher (1999) ob-
serves in this connection that cues to parameters become progressively
more abstract and grammar-internal, and that acquisition of represen-
tations and acquisition of grammar proceed together (p.27). Presuma-
bly, bootstrapping mechanisms (which I discuss below) may be cues in
the sense of Dresher (1999) at the initial stages of acquisition and Light-
foot’s (1999) cues are ones at later stages. Still I claim that Light-
foot’s (1999) cues are too abstract for the learner to have access to with-
out some | bootstrapping mechanism(s) whose descriptive vocabulary
she initially can understand providing necessary measures for her to
make a leap into UG. Of course, Dresher’s observation that cues to pa-
rameters become progressively more abstract can be maintained in
terms of the incremental learner (Dresher 1999:41-43). Comparing a

number of decoding methods (i.e., the learner’s methods of decoding



the parametric signatures of sentences), Fodor (2001) discusses two pos-
sible implementations of the abstract cue detector, under which Light-
foot’s (1999) cue-based approach to acquisition belongs: a version with-
out prior sentence parsing and one where the input is first fully parsed
in order to uncover its more abstract derivational properties on the
basis of which I-language cues could be identified (Fodor 2001:744-746).
Take, for example, the case of the V2 cue: gpecc [XP]. According to
Fodor, the former version (the one without prior sentence parsing) will
not work, because there is no obvious way for the learner (not knowing
the right grammar) to identify an XP (e.g., a DP) in an unstructured
word string and even if she could, it surely would be impossible for her
to establish that this phrase is in [Spec, C] position rather than in other
positions. And Fodor goes on to conclude that the latter version (the
one where the input is first fully parsed) is quite unrealistic, because
scanning a sentence for the cue (e.g., specc[XP]) for a parameter value
(e.g., +V2 of the V2 parameter) entails parsing the sentence with that
parameter value (i.e., +V2), sentences, however, not normally being
able to be parsed with just one parameter \}alue and the learner having
to parse the sentence with +V2 together with many combinations of
values of the other parameters until she found one that succeeded for
the sentence (since she does not yet know what the target parameter
values are). It may rather be obvious that the conclusion of the obser-
vations above would lead to the situation where the learner’s workload

explodes.
3.2 Bootstrapping as Trigger

The notion of bootstrapping implies that on the basis of already



existing knowledge and information processing capacities the learner
can make use of specific types of information in the linguistic and non-
linguistic input in order to determine the language particular regulari-
ties which constitute the grammar (and the lexicon) of her native
language (Weissenborn and Héhle 2001). Prosedic, lexico-semantic,
conceptual, morpho-syntactic, and pragmatic bootstrapping can be dis-

tinguished depending on the type of information that the learner

. makes use of; e.g., “Physical whole objects are canonical individuals”

(mapping between nonlinguistic cognition and linguistic semantics, an
instance of conceptual bootstrapping into semantics; Bloom 1999:296),
and “NPs refer to individuals” (in the form of a universal of language
(hence, UG-provided), mapping between syntax and semantics, an in-
stance of semantic bootstrapping into syntax; Bloom 1999:295).
Weissenborn and Héhle (2001) note that the central assumption behind
the bootstrapping approach is that there is a systematic relationship
between properties of the input at one level of representation, which
the learner already has access to, and another level of representation,
which is arguably too abstract, giving the intensively studied parallel-
ism between prosodic and syntactic structure or between lexico-
semantic and syntactic structure (Gleitman 1990, Pinker 1994) as an
example (p.vii). |

I assume that UG associates every parameter with a bootstrapping
mechanism (in the fashion of Dresher and Kaye 1990 and Dresher 1999,
albeit differences between cues and bootstrapping mechanisms), argu-
ing that this follows from Chomsky’s (2000) strong minimalist thesis
as applied to language acquisition and learnability. I take the relevant

proposition to be as follows:



(2) FL is an optimal solution to language acquisition/learnability.

I assume that Chomsky’s (2000) observation that his strong minimalist
thesis may apply to all other empirical domains (acquisition, process-
ing, neurology, language change, and so on) is on the right track, as
far as recent developments in computational diachronic linguistics
show mainly on the basis of population genetics that the causal force of
language change is language acquisition (i.e., an acquisition-based the-
ory of language change; Yang 2002, Niyogi 2002, Niyogi and Berwick
1998, Lightfoot 1999), and Fodor (1998) gives a major significance to
parsing in the task of parameter setting/language acquisition (with
important differences noted in the text in judgment on the accessibility
of triggers between her approach and mine, though). The following is
an example of parameter setting through prosodic bootstrapping,
which is actually implemented through what is called the Rhythmic

Activation Principle:

(3)a. When you hear sequences of (ws)* within an intonational
phrase, set the head-complement parameter with the value
head-complement.

b. When you hear sequences of (sw)* within an intonational
phrase, set the head-complement parameter with the value
complement-head.

(Guasti, Nespor, Christophe, and van Ooyen 2001:237)

Metaphorically speaking, the strong minimalist thesis/ontological
minimalism (Martin and Uriagereka 2000) would take parameter set-

ting through bootstrapping as trigger to be a guarantee for FL to



become optimal on the part of .legibility-relevant A-P and C-I inter-
faces, parameters lacking accessibility thanks to the deductive system
of FL and bootstrapping arguably being readily available to the
learner. I would claim that this is much more than metaphor, and it
will now be quite obvious that for FL/UG to work some concrete
- (physical, I claim; see Weissenborn and Héhle's discussion 2001 con-
cerning the modality in which learning takes place, i.e., spoken or
signed language (p.vii)) mechanism is indispensable (as a comprehensive
system constituting language). Then, parameter setting should be a
whole process through which FL/UG properties become arguably pro-
gressively available through bootstrapping mechanisms accessible to
the learner. Recall that Fodor (1998) assumes that each one of the UG-
| provided treelets serves both as trigger eind as the parameter value
triggered, which situation has been seen to cause her approach to suf-
fer from the Access Problem. As for parameter values, my approach
also takes them to be expressed mostly in terms of structural terms
whose vocabulary derives from generative work in narrow syntax. -
Roughly, as long as all begins only when CuL (narrow syntax; the
generative compohent) is operative (due to the organization of FL), all
bootstrapping (specifically, the kind of bootstrapping pertaihing to pa-
rameter setting) may be said to be headed for narrow syntax, which is
difficult of access as it is. Now, some observation on the inaccessibility
of (narrow) syntax may be in order. For a language to be able to ex-
press a large number of things in a number of different situations, it
must be fairly complicated. To construct a complicated mechanism, its
organization must be fairly profound. To maintain such an organiza-
tion, the system must be fairly abstract. Hence, the inaccessibility of

the system. But the actual fact is that some languages are learnable,



which situation functionally explains the existence of bootstrapping
mechanisms readily accessible to the learner. It should, however, be
quite easy to understand that all this follows naturally from the
strong minimalist thesis/ontological minimalism. Notice that the dis-
cussion above leads us to assume that it is bootstrapping mechanisms
that belong to any of the three components (i.e., narrow syntax, inter-
pretive procedures, and the discourse storage), but not parameters
themselves, which all seem to fall under functional parametrization.
Hamann (2002) includes the head-complement parameter, the verb-
raising parameters (V-to-I, V2), the clitic parameters, and even the pro-
drop parameter among the parameters set very early in the acquisition
of syntax. It would be good to discover bootstrapping mechanisms for
these parameters because at the earliest stages of development boot-
strapping from an accessible into inaccessible domains would be re-

markable.

4 EPP-Parametrization

I here refer to a “maximally generalized version of the EPP” (see
Chomsky 1981, 2000, among others) as EPP-parametrization, which
may encompass possibly a large class of parameters associated with
the EPP-feature in that it regulates the possibility of the realization of
various functional positions (both X? and XP; see Roberts and Roussou
2002 and Chomsky 2000 below, respectively) a la Cinque (1999) with
(phonological) material or, perhaps, with UG-provided empty catego-
ries (or, Agree alone may suffice in the latter case). I assume the exis-
tence of covert phrasal movement, following Pesetsky (2000),

Nissenbaum (2000), and Chomsky (2001b). Covert phrasal movement



may also fall under EPP-parametrization, the latter then covering head
EPP (PF; Roberts and Roussou 2002), overt phrasal EPP (narrow syn-
tax), and covert phrasal EPP (logical syntax). EPP-parametrization is
concerned with the problem of “(the head of) which functional (and,
perhaps, A—bar) positions may be assigned an EPP-feature, those func-
tional positions thus being filled with (phbnOlogical) material (either
via Merge or via Move), and the amount of (phonological) material to
be inserted into various functional positions may be subject to Suzuki’s
(2001) economy condition to the effect that you must minimize the ef-
fects of the EPP-feature in terms of the amount of pied-piping parame-
ter (pp.25, 32). The relevant mechanism may be such that the very
realization of a functional position through the insertion of material
~ into that position can serve for the purpose of checking and deleting
the uninterpretable EPP-feature assigned to (the head of) that position.
As for the case of X° positions, while Roberts and Roussou’s (2002)
framework differs somewhat from the one presupposed here, we can
easily accommodate their insight by replacing their diacritic * assigned

to a functional feature with the EPP-feature (see below).
4.1 Functional Projections and EPP-Parametrization

While we have recently seen a number of attempts to further clarify
the true nature of the EPP and to gradually dispense with it altogether
from the grammar (Martin 1999, Epstein and Seely 1999, Boskovié
2002), I still assume the existence of the EPP, such that presumably by
marking a position that already has a relevant uninterpretable feature
in the usual case, the EPP-feature induces insertion of material into the

position (Merge) and copying of material from the goal into the local



environment of the probe (Move), generalized pied-piping somehow de-
termining the size of the material to be moved (in the case of Move; spe-
cifically focusing here on the size of “phonological material” moved,
which may be variable across grammars; Chomsky 2000, Landau 2001,
Suzuki 2001). Drawing on Chomsky’s (2000) suggestion that the EPP
be extended to X? cases as well (p.102), I assume that the EPP applies
both to XP and X? positions. Consider the following transitive clausal

structure:

(4) [cp Spec C [tp Spec T [p Subj v-V [vp ty Obj]]]] (order irrelevant)

The raising of V to the position of the light verb is assumed to be uni-
versal. I submit to Cinque (1999) a much more elaborate clausal struc-
ture containing a large number of functional categories, restricting
myself here to the usual succinct structure (4), which I presume is
enough for my discussion. In (4) only the vP portion is universally
filled with phonological material (or, perhaps, UG-provided empty
categories), it being determined parametrically across grammars
whether the remaining four positions (T, [Spec, T], C, [Spec, C]) will be
filled or not. Notice that the latter positions all belong to functional
projections, which situation allows EPP-parametrization to be dis-
cussed to fall under functional parametrization.

Recall that association between relevant positions (e.g., T (probe) and
Subj (goal)) is universally formed by Agree, EPP-parametrization ac-
counting for differences in displacement of relevant material among
grammars. As for XP positions, Chomsky (2000) observes that the
EPP-feature of T might be universal (but see Alexiadou and

Anagnostopoulou 1998 for another approach to “subjectless” sentences



in Celtic, Greek, and Romance) and that for v (its outer Spec) and C the
EPP-feature varies parametrically among languages and if available is
optional (also Chomsky 2001 and Fox 2000 for optionality). As for X°
positions, it may be interesting to see how Roberts and Roussdu (2002)
deal with them in terms of their PF-realization approach, which
notates as F* a functional feature F that requires a PF-realization,
parametrization being seen as the random assignment of the diacritic
* to features typically associated with functional heads. Where the dia-
critic is assigned to a feature, that feature, F*, must have a PF-
realization, * being assigned to F in the lexicon (Borer 1984). The
approach makes a further distinction between Merge (more economi-
cal) and Move (less economical) in the case of F*, in addition to the dis-
tinction between F-and F* (pp.25-26). There may exist implicational
relations between positions in these functional projections with respect
to their possibility of (phonological) realization, but this point is be-
yond the scope of this paper. (I hope for future research in this direc-
tion.) It should now be clear that the term “EPP-parametrization”
encompasses possibly a large class of parameters involving the EPP- .
feature in differing positions in a variety of functional projections and
connected with the possible realization of (phonological) material (or,

perhaps, UG-provided empty categories) in such positions.
4.2 Triggers for EPP-Parameters

From the discussion above, triggers for EPP-parameters must be acces-
sible to the learner. Surface word strings (sentences) may be accessible,
but they cannot exhaustively determine underlying structures because

of the presence of ambiguous examples (“parametric ambiguity” in the

——



sense of Fodor 1998). I seek semantic bootstrapping mechanisms for
EPP-paraméterS, drawing primarily on Rosengren (2002). Rosengren
(2002) 1s an attempt to establish that the EPP is a syntactic device in the
service of semantics, but I somehow reinterpret Rosengren’s work the
other way around so as to make use of various accessible
interpretational pieces of information that can arguably be gained
from parsing/processing on the part of the learner for the purpose of
setting various EPP-parameters on the basis of UG-provided associa-
tions between semantic bootstrapping mechanisms (derived from acces-
sible interpretational information) and relevant EPP-parameters.
According to Rosengren, the EPP options are exploited at the syntax-
semantics interface, which situation I assume may correspond to the
existence of (a set of) associations formed by UG between semantic
bootstrapping mechanisms and relevant EPP-parameters. The follow-

Ing are some association examples:

(5) a. A specific or generic reading of the subject — [Spec, T]
b. An existential reading by making the existentially bound

event variable visible — [Spec, Fin]

(based on Rosengren 2002:145)

What (5a) says, for instance, is that if the learner sees the relevant
reading in the specific lexical item(s) she somehow comes to determine
that the lexical item(s) must be in [Spec, TJ; i.e., the setting of the rele-
vant parameter to the effect that [Spec, T] is marked by the EPP-
feature and thus filled with (presumably) phonological material in the
language she has been exposed to. Recall that the EPP-feature only

marks a position into which material can be introduced, but does not



say anything about the amount of that material that is displaced, wh-
movement being a prime example showing variation in the amount of
pied-piped material between child and adult English and among various
languages (Gavruseva and Thornton 2001, and Suzuki 2001 for the
economy condition concerniﬁg the effects of the EPP-feature in terms

of the amount of pied-piping).

Notes

1. Rule I: Intrasentential Coreference
" NP A cannot corefer with NP B if replacing A with C, C a variable A-bound
by B, yields an indistinguishable interpretation. (Grodzinsky and Reinhart
1993:79) '
- 2. The Greediness Constraint 4
Upon encountering an input sentence that cannot be analyzed with the cur-
rent parameter settings (i.e., is ungrammatical), the language learner will
adopt a new set of parameter settings only if they allow the unanalyzable
input to be syntactically analyzed. (Gibson and Wexler 1994:411) |
3. The Single Value Constraint
Assume that the sequence {hy, hy, -**, h,} is the successive series of hypothe-
_ ses proposed by the learner, where hy is the initial hypothesis and hy, is the
target grammar. Then hj differs from hj_; by the value of at most one pa-
rameter for i>0. (Gibson and Wexler 1994:411) '
4. Gibson and Wexler (1994) give the following definitions of global trigger
and local trigger (p.409), respectively: |
(i) A global trigger for value v of parameter Pj, Pj(v), is a sentence S from
the target grammar L such that S is grammatical if and only if the
value for Pj is v, no matter what the values for parameters other than
P; are. |
(ii) Given values for all parameters but one, parameter Pj, a local trigger
for value v of parameter Pj, Pj(v), is a sentence S from the target gram-
mar L such that S is grammatical if and only if the value for Pj is v.

5. Roughly, a stochastic model of learnability would claim that human



learners also learn a probability distribution describing the applicability of
the rules in the grammar in addition to a grammar that explains the data and

can be used productively. (Bertolo 2001:3)
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